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*Aims: Though Networked Control Systems (NCS) have great benefits, such as remote control, low costs, and better flexibility, it also has several drawbacks such as network-induced time delay and packet loss, which may result in performance degradation and system instability in nonlinear systems.
systems. This paper proposes a gain scheduling Proportional-Integral-Differential (GS-PID) controller design to address the performance degradation issues associated with NCS.

**Study Design:** TrueTime toolbox simulator in MATLAB is used for the NCS simulation and network comparison.

**Place and Duration of Study:** Department of Electronic and Computer Engineering, Faculty of Nigeria, University of Nigeria, Nsukka Enugu State, Nigeria, between March 2022 and March 2023.

**Methodology:** The performance of the proposed GS-PID and conventional PID controllers is compared through simulations on three different networks (Ethernet, Controlled Area Network (CAN), and switched ethernet).

**Results:** The GS-PID controller outperforms the traditional PID controller with improvements in settling time and overshoot ranging from 15% to 22%.

**Conclusion:** The results of the GS-PID over the conventional PID on these three networks highlight the effectiveness of the proposed approach and show potential in improving system performance.
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### 1. INTRODUCTION

The Networked Control System (NCS) has been a subject of significant academic and industrial research for many years due to its ability to provide remote control and enhance efficiency [1,2]. Traditional control systems, which are plagued by several drawbacks [1], have been replaced by NCS. However, NCS performance has its own set of problems, such as delays caused by the network, transmission delays, and lost packets [3]. Various issues arise when control systems are implemented over networks, ranging from the analysis and design of control networks [5] to the design of controllers capable of handling the effects of communication [6]. An overview of NCS, including system settings, network delay features, and networked delay outcomes, can be found in [7-12].

Research on NCS control systems has mainly focused on PID and optimized PID controllers [13-19]. For instance, [13] evaluated the performance of a nonlinear level control system using PID fuzzy supervision and PID gain scheduling. Meanwhile, [14] presented a performance evaluation of a PID controller for NCS using Ant Colony Optimization (ACO) and fuzzy logic. In [15], fuzzy logic (FL) with a PID controller was recommended for the design of Wireless NCS (WNCS), along with the use of the PSO technique and a ZigBee network for obtaining the best rules. [16] developed an NCS model with an Ethernet network for a third-order DC motor as the plant, and [17] suggested a fuzzy PID-like GS control method based on traditional PID, FL, and Gain scheduling. In [18], a controller technique for NCS was proposed that makes a GS-based state feedback integral controller with an integral action to handle disturbances that are not zero. Finally, [19] developed a way to schedule the limited number of connections in the NCS communication network using a probabilistic algorithm for designing scheduling logic and static state feedback controllers that meet the stability requirements of scheduling logic.

In this work, we looked into the behaviour of a nonlinear model controlled by a gain-scheduling PID controller in MATLAB, with data transmission over a communication network in TrueTime Simulator, to address the issue of network-induced delay in control systems. We compared three different communication networks - Ethernet, CAN, and Switched Ethernet - to observe how well the system works compared to a conventional PID controller. Section 2 describes the nonlinear system model and the system model formulation, followed by the networked control system for the work, which includes the induced delay, the TrueTime simulator, the PID controller design, and the gain scheduling scheme. Section 3 presents the simulation results and comparison for the different networks, and finally, section 4 summarizes the research work by discussing the model performance with respect to the three different networks [20].

### 2. METHODOLOGY

#### 2.1 Nonlinear System Model

The schematic block diagram of the proposed NCS for a nonlinear model with induced network
delay is illustrated in Fig. 1. The NCS effectively schedules the transmission of Input control from GS-PID and Output measurement (Amplitude) from the nonlinear model to meet the desired Amplitude, Ar. The weights of the PID controller are optimally tuned using gain scheduling technique to minimize the error difference between the measured output (amplitude) and the desired amplitude.

### 2.1.1 System model formation

Consider a continuous time-invariant nonlinear system that produces an amplitude, $x(t)$ with a given control input, $u(t)$ as defined in Eq. (1). The nonlinear system is assumed to operate without disturbance.

$$u(t) = \ddot{x}(t) + 3\dot{x}(t) + 3x(t) + x(t)$$

(1)

The nonlinear model is reformulated into state-space [21] as:

$$\dot{x}(t) = Ax(t) + Bu(t)$$

(2)

$$y(t) = Cx(t)$$

(3)

The continuous time-invariant of Eq. (2) and Eq. (3) must be approximated by a discrete-time system because the nonlinear system is computer-based. This discrete-time system is described as follows [21]:

$$x(k + 1) = A_dx(k) + B_du(k)$$

(4)

$$y(k) = Cx(k)$$

(5)

Where

$$A = \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix},$$

$$B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix},$$

$$C = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},$$

$$\dot{x}(t) = [\dot{x}_1, \dot{x}_2, \dot{x}_3]^T,$$

$$A_d = e^{A.Ts} \approx (I + A.Ts),$$

$$B_d = B.Ts,$$

and $Ts$ is the sampling time.

To evaluate the NCS of the nonlinear model shown in Fig. 1 through a communication network, we developed the nonlinear model, PID controller with a gain scheduler, and NCS model in MATLAB/SIMULINK, as shown in Fig. 2. The TrueTime kernel and Truetime blocks developed by [22] were utilized by the NCS. The interference node, Controller node, and System node are the communication schedules for the SIMULINK model. The schedule uses TrueTime Send and Truetime Receive to transmit and receive signals between the three nodes. The Interference node schedules interferences of data transmission between the three communication networks (Ethernet, CAN, and Switch Ethernet) and the Controller and the System model. As shown in Fig. 3, the system node receives an input signal via the Truetime Receive (Actuator) and outputs a signal via the Truetime Send (Sensor).

### 2.2 Networked Control System

#### 2.2.1 Networked induced delay

A communication network facilitates the data transmission between the nonlinear system output of Eq. (1) and the controller and the transfer of data between the nonlinear system model and the controller. Therefore, the nonlinear system of Eq. (1) will encounter a network-induced delay, as stated in Eq. (6), because networks are involved in data transmission [23,24]. This delay could seriously impair the performance of the NCS and even cause systemic instability [25].

$$x(k + 1) = A_dx(k) + B_du(k - \tau)$$

(6)

Where $\tau$ is the total delay, $\tau$ per sampling time, $Ts$. According to definitions in Eq. (7) [25,26], the total delay is calculated as the product of the controller to the nonlinear system (or actuator) delay, $\tau_{ca}$, and the controller to nonlinear system output measurement (or sensor) delay, $\tau_{sc}$.

$$\tau = \tau_{ca} + \tau_{sc}$$

(7)

#### 2.2.2 TrueTime simulator

The nonlinear system defined in Eq. (1) is controlled in real-time using the TrueTime [22] MATLAB/Simulink simulator, as demonstrated in Fig. 4. This powerful simulator allows for the simulation of network transmissions, model dynamics, and execution of controller tasks on real-time kernels. The block library includes the Network block, which enables nodes to communicate over a simulated network; the TrueTime Kernel block, which models a real-time kernel and performs user-defined tasks and interrupt handlers; and several standalone interface blocks. The kernel block, which represents a real-time kernel, performs a user-defined task and an interrupt handler. Nodes,
also known as kernel blocks, can communicate over simulated networks using various network blocks, including wireless and wired options. Fig. 5 shows that the network scheduler selects three different networks, Ethernet, Control Area Network (CAN), and Switched Ethernet, each with unique parameters such as processing time delays, data transmission rate, frame overhead, and loss probability, which can be specified through the masked scheduler [20].

Fig. 1. The networked control system with GS-PID schematic

Fig. 2. Simulink model of the nonlinear system with GS-PID

Fig. 3. The nonlinear system Simulink model
2.2.3 PID controller design

In Fig. 6, it can be observed that the PID controller, modeled using MATLAB/SIMULINK, produces the necessary input parameter for the nonlinear system model. This is achieved by minimizing the error between the measured amplitude from the nonlinear system and the desired amplitude, resulting in a value close to zero. The PID is not affected by delays [20] and is obtained from the discrete model equation (Eq. 6) as defined in Eq. (8).

\[ u(k) = K_P e(t_k) + K_I \int e(t) \, dt + K_D \frac{d(e(t_k))}{dt_k} \]  

(8)

The proportional gain, integral gain, and derivative gain are denoted by \( K_P \), \( K_I \), and \( K_D \), respectively. The gain scheduler is used to
optimize the tuning of these PID gains. The error term \( e(t) \) is defined in Eq. (9).

\[
e(t) = A_r - A
\]  

(9)

Where \( A_r \) is the desired amplitude and \( A \) is the measured amplitude from the nonlinear model.

### 2.2.4 Gain scheduling design

Fig. 6 demonstrates the use of Gain Scheduling (GS), which is a useful technique for addressing non-linear systems that have control requirements that vary with time or operating conditions. This approach is particularly effective in mitigating the negative effects of parameter changes that can impact the process dynamics. One key benefit of implementing GS is the ability to quickly adjust controller parameters in response to process changes [27]. However, a potential drawback of GS is that secondary measurements may not react to process changes quickly enough, which can be a limiting factor [28]. Furthermore, transitioning from one set of controller parameters to another may not always be smooth, potentially resulting in oscillatory behavior or even instability in the control system. In practice, the controller can use the parameter set closest to the intermediate set-point when the model operates between two points. As a result, GS may have a negative impact on the overall control effectiveness of the system [29]. For optimal performance of the proposed NCS in MATLAB, Table 1 presents the gain scheduler that should be employed.

#### Fig. 6. Proposed Simulink Gain Scheduling PID control technique

#### Table 1. GS-PID MATLAB script algorithm

```matlab
function [Kp, Ki] = PI(u)
if u < 1
    Kp=u;
    Ki=0.15;
    Kd=0;
elseif u==1
    Kp=1/u;
    Ki=1/u/2.5;
    Kd=0;
else
    Kp=1/u;
    Ki=1/u/5.5;
    Kd=0;
end
```
3. RESULTS AND DISCUSSION

In the earlier section, the NCS was developed and tested using the parameters from Table 2 in MATLAB 2021a’s SIMULINK library on an MSI CROSSHAIR 15 system with an i7 11th Gen processor, 16GB RAM, and RTX 3050 GPU. The NCS was simulated for three communication networks, namely Ethernet, CAN, and Switched Ethernet. Furthermore, the performance data of these networks was exported to Python libraries, MATPLOTLIB and SEABORN, for better analysis and visualization.

3.1 Ethernet Network

Fig. 7 presents the simulation results of a nonlinear model developed in (1) to track a reference amplitude using PID controller and GS-PID controller. The communication network used was ethernet and the simulation time was 200 seconds. At zero initial conditions, both controllers started tracking the reference of 1 amplitude, with the PID controller as a red dashed line and the GS-PID controller as a green dashed line. The PID-controlled nonlinear model showed a 70% overshoot, a peak time of 10 seconds, and a settling time of 113 seconds. On the other hand, the GS-PID model presented a 45% overshoot, a peak time of 8 seconds, and a settling time of 56 seconds. From the simulation results, it was observed that the PID with GS presented superior tracking of the reference amplitude compared to the conventional PID.

**Table 2. NCS Setup parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state, x(0)</td>
<td>0</td>
</tr>
<tr>
<td>Sample time, Ts</td>
<td>0.001 sec</td>
</tr>
<tr>
<td>Time delay, τ_{cs} = τ_{sc}</td>
<td>0.002 sec</td>
</tr>
<tr>
<td>Conventional Proportional gain, Kp</td>
<td>0.15</td>
</tr>
<tr>
<td>Conventional Integral gain, Ki</td>
<td>1</td>
</tr>
<tr>
<td>Conventional Derivative gain, Kd</td>
<td>0</td>
</tr>
<tr>
<td>GS-PID gains (Kp, Ki, Kd)</td>
<td>Automatically computed by the gain scheduling algorithm</td>
</tr>
<tr>
<td>Minimum frame size</td>
<td>80 bits</td>
</tr>
<tr>
<td>Switch memory</td>
<td>80,000 bits</td>
</tr>
<tr>
<td>Data rate</td>
<td>8,000 bits/sec</td>
</tr>
</tbody>
</table>

**Fig. 7. Simulation output of NCS amplitude using ethernet communication network**
In Fig. 8, two control inputs are presented; a conventional PID represented by a red dashed line, and a PID control with GS, depicted as a green dashed line. These are shown in relation to a simulation time of 200 seconds. The GS-PID control input oscillates less and settles at 80 seconds, while the PID control input oscillates more and finally stabilizes at an amplitude of 1 at 100 seconds. Moving on to Fig. 9, the Ethernet communication network schedule of a three-node system (Interference, controller, and system) is displayed. The left side of the result shows the Ethernet schedule with PID, while the right side shows the schedule with GS-PID. Based on simulation analysis, the schedule with PID has a broad range of scheduling intervals for the controller and system nodes, whereas the schedule with GS-PID has a smaller range of scheduling intervals.

![Fig. 8. Simulation of NCS control input using ethernet with respect to time](image1)

![Fig. 9. The ethernet communication network schedule](image2)
3.2 Controlled Area Network (CAN)

In Fig. 10, we can observe the simulated reference tracking performance of two controllers - Amplitude with PID (indicated by the red dashed line) and GS-PID (indicated by the green dashed line) - using the CAN network for 200 seconds. As per the analysis, the PID controller had a 60% overshoot, a peak time of 11 seconds, and a settling time of 80 seconds. On the other hand, the GS-PID controller had a 45% overshoot, a peak time of 30 seconds, and a settling time of 8 seconds. It was concluded that the GS-PID controller performed better in tracking the reference amplitude compared to the traditional PID controller.

Fig. 10 clearly illustrates the reference tracking performance of the Amplitude model using PID (red dashed line) and GS-PID (green dashed line) controllers, simulated via the CAN network for 200 seconds. Our analysis unequivocally shows that the PID displays a 60% overshoot, a peak time of 11 seconds, and a settling time of 80 seconds, whereas the GS-PID shows a 45% overshoot, a peak time of 30 seconds, and a settling time of 8 seconds. Thus, it is evident that the GS-PID outperforms the conventional PID in terms of tracking the reference amplitude.

3.3 Switched Ethernet

In Fig. 13, the simulation shows the performance of two controllers, Amplitude with PID (red dashed line) and GS-PID (green dashed line), in reference tracking over a 200-second simulation time using a switched ethernet network. According to the results, the PID controller experienced a 65% overshoot, with a peak time of 10 seconds, and a settling time of 100 seconds. Meanwhile, the GS-PID controller had a 43% overshoot, with a peak time of 25 seconds, and a settling time of 8 seconds. In comparison, the GS-PID outperformed the conventional PID for switched Ethernet by 22% with an earlier settling time.

Fig. 14 displays the simulation results for the PID (red dash) and GS-PID (green dash) control input performances using a Switched Ethernet communication network at 200 seconds of simulation time. The PID controller achieved stable oscillations in 65 seconds, while the GS-PID controller had irregular oscillations and reached stabilization in about 25 seconds. Fig. 15 reveals that the switched Ethernet communication network schedule varied for the three nodes (Interference, controller, and system) concerning simulation time. For the PID with Switched Ethernet, the Interference has a packed schedule, while the Controller and Systems nodes have wide scheduling intervals. On the other hand, the Switch Ethernet network nodes for GS-PID have a more compact scheduling interval.

![Fig. 10. Simulation output of NCS amplitude using CAN communication network](image-url)
3.4 Comparison

A comparison of the time delays induced by Ethernet, CAN, and Switched Ethernet networks in a networked controlled system with a PID controller and a GS-PID controller using TrueTime in MATLAB is presented in Table 3. The PID controller exhibits high peak time, settling time, and overshoot values across all three network channels. However, the GS-PID controller substantially improves peak time and settling time while also reducing the overshoot percentage significantly.
Fig. 13. Simulation output of NCS amplitude using switch ethernet communication network

Fig. 14. Simulation of NCS control input using ethernet with respect to time

Table 3. Comparison of three different types of networks with GS-PID and PID controllers

<table>
<thead>
<tr>
<th>Network</th>
<th>Controller</th>
<th>Peak Time</th>
<th>Settling Time</th>
<th>Overshoot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethernet</td>
<td>PID</td>
<td>10 seconds</td>
<td>113 seconds</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>GS-PID</td>
<td>8 seconds</td>
<td>56 seconds</td>
<td>45%</td>
</tr>
<tr>
<td>CAN</td>
<td>PID</td>
<td>11 seconds</td>
<td>80 seconds</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>GS-PID</td>
<td>8 seconds</td>
<td>30 seconds</td>
<td>45%</td>
</tr>
<tr>
<td>Switched Ethernet</td>
<td>PID</td>
<td>10 seconds</td>
<td>100 seconds</td>
<td>65%</td>
</tr>
<tr>
<td></td>
<td>GS-PID</td>
<td>8 seconds</td>
<td>25 seconds</td>
<td>43%</td>
</tr>
</tbody>
</table>
4. CONCLUSION

In this study, a non-linear control system (NCS) model was developed using the TrueTime toolbox in MATLAB. The communication network consisted of three nodes: the interference node, the Controller node, and the System node. A gain-scheduling PID controller was used to control the non-linear model and compared to the conventional PID controller in three network communication channels: Ethernet, CAN, and Switched Ethernet. According to Table 3, the GS-PID controller outperformed the PID controller in settling time and overshoot by 57 seconds and 25%, respectively, in the Ethernet network. In the CAN network, the GS-PID controller had a settling time that was 50 seconds shorter and an overshoot that was 15% less than the PID controller. Finally, in the Switched Ethernet network, the GS-PID controller outperformed the PID controller with a settling time of 75 seconds and an overshoot of 22%. The Switched Ethernet GS PID controller had a smaller overshoot, while the CAN network’s GS PID controller had a shorter settling time.
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